Why land use patterns affect travel behaviour (or not)
Toward a “state-of-the-art” conceptual framework and an appropriate modelling technique

Waarom (of waarom niet) verplaatsingsgedrag beïnvloed wordt door ruimtegebruik. Naar een “state-of-the-art” conceptueel kader en een geschikte modelleertechniek

Veronique Van Acker and Frank Witlox

Electronic reference
Veronique Van Acker and Frank Witlox, « Why land use patterns affect travel behaviour (or not) », Belgeo [Online], 1 | 2009, Online since 19 May 2013, connection on 01 October 2016. URL : http://belgeo.revues.org/8777 ; DOI : 10.4000/belgeo.8777

Belgeo est mis à disposition selon les termes de la licence Creative Commons Attribution 4.0 International.
Why land use patterns affect travel behaviour (or not)

Toward a “state-of-the-art” conceptual framework and an appropriate modelling technique

Veronique Van Acker and Frank Witlox

Like in most countries, the overall amount of travel in Belgium has increased substantially. Within 10 years time, total travel distance has increased by more than a quarter: from 70 billion vehicle-kms in 1990 to 90 billion vehicle-kms in 2000 (http://www.mobilit.fgov.be/). Because travel is associated with negative externalities such as congestion and pollution, policymakers try to control and manage travel patterns. Illustrative are the New Urbanism movement in the United States and the Compact City Policy in Europe, that aim at reducing car use and travel distances through urban planning. The basic idea is that high-density and mixed-use neighbourhoods are believed to be associated with shorter trips and more non-motorized trips; hence, indicating a clear existing relationship between land use and travel behaviour. Although numerous studies exist that try to measure and explain the strength of this relationship (for a review, see, e.g. van Wee, 2002; Ewing and Cervero, 2001), there is little consensus to be found in the conclusions of these studies. Some studies (e.g., Meurs and Haaijer, 2001) indicate that various land use characteristics are linked with travel behaviour, while others (e.g., Schwanen, 2002) state the opposite.

In our view these inconsistent conclusions result from the fact that certain variables are not fully taken into account. The models are usually controlled for socio-economic differences among respondents. Still, within “homogeneous groups” (i.e., respondents that are to be considered more or less identical in socio-economic terms) there may be socio-psychological traits, such as lifestyles and attitudes, which also have an impact on
travel behaviour. Far less is known about the conceptual relationship that exists between travel behaviour and spatial, socio-economic, and socio-psychological constructs. Answering this query would involve combining and linking theories stemming from transport geography and social psychology.

Inconsistent conclusions also occur because of interdependencies that are not fully taken into account in the modelling approach. For example, indirect effects caused by relationships among the explanatory variables of travel behaviour are generally neglected. Moreover, several travel behaviour aspects are related to each other (for example, modal choice is associated with travel distance and time), resulting in indirect effects as well. Another example relates to interdependencies that exist between several levels of data aggregation. This problem refers to a data structure of individuals nested within households, households nested within neighbourhoods, etc. Because of this nested data structure, the individual’s characteristics depend on the household’s characteristics, the household’s characteristics are related to the neighbourhood characteristics, and so on.

The present paper aims to contribute to the literature on travel behaviour conceptualization and modelling by taking a closer look at the two above-mentioned interdependencies. The paper is structured as follows. In Sections 2 and 3 the relationship between spatial, socio-economic and socio-psychological characteristics and travel behaviour is explored. We reveal the key variables in empirical studies on the relationship between land use and daily travel behaviour through an extensive literature review (Section 2). Section 3 analyzes several theoretical frameworks, resulting in a comprehensive conceptual model of travel behaviour. This is an important contribution of this paper. In Section 4 an appropriate methodological framework is advanced that concurs with our conceptual model. This section includes a theoretical discussion on how travel behaviour can be analyzed using multilevel structural equation models. Finally, in the last section, some conclusions are drawn.

Key variables in land use - travel behaviour research

Numerous studies exist that measure the effects of the land use patterns on travel behaviour. Literature reviews (e.g., Ewing and Cervero, 2001; van Wee, 2002) distinguish various land use characteristics, ranging from density and diversity measures to neighbourhood type and urban design features. Results are generally controlled for socio-economic differences, and a limited number of studies also take individual perceptions, attitudes and preferences into account. Consequently, key variables in these empirical studies refer to three components: (i) a spatial component, (ii) a socio-economic component and (iii) a personality component. In the next subsections, we summarize some main findings of empirical studies on land use – travel behaviour.

Spatial component

Land use characteristics can be measured at several scales, ranging from the local neighbourhood to the metropolitan area. Usually, four important components are distinguished: density, diversity and design (Cervero and Kockelman, 1997) and accessibility (Geurs and van Wee, 2004).
The effects of density on travel demand have long been acknowledged (e.g., Levinson and Wynn, 1963) and remain well-studied and understood. Higher densities are associated with more public transport use, more walking and cycling, and less car use. After all, public transport is organized more efficiently (more routes, higher frequency of services) in high-density areas and car users may face more congestion. Furthermore, travel distance and time is negatively associated with density (Cervero and Kockelman, 1997; Kitamura et al., 1997; Stead, 2001; Schwanen et al., 2004).

Several measures have been developed to estimate diversity: among others, a jobs/housing ratio (Ewing et al., 1994), an entropy index to quantify the degree of balance across various land use types (Frank and Pivo, 1994; Kockelman, 1997) or a dissimilarity index to indicate the degree to which different land uses lie within one another's surrounding (Kockelman, 1997). The effects of more diversity on travel behaviour are comparable to the effects of higher densities.

The factor design can be characterized by a general classification of neighbourhoods with a standard suburban neighbourhood and a neo-traditional neighbourhood as extremes (McNally and Kulkarni, 1997; Gorham, 2002). Standard suburban neighbourhoods are characterized by low densities, limited diversity, and a car-orientated design. As a consequence, these neighbourhoods are associated with more trips and more car use. However, design can be characterized more specifically by site design, and dwelling and street characteristics. Studies indicate that neighbourhoods characterized by small block sizes, a complete sidewalk system, the absence of cul-de-sacs and limited residential parking encourage walking and cycling (Cervero and Kockelman, 1997; Hess et al., 1999; Stead, 2001). Meurs and Haaijer (2001) noted that, although characteristics of the dwelling, street, and neighbourhood may influence modal choice, this is only true for shopping and social or recreational purposes. Working trips are, for instance, less influenced by design characteristics.

Accessibility is a fourth important land use characteristic. Accessibility has become a frequently used concept, but its meaning always refers to the ability “to reach activities or locations by means of a (combination of) travel mode(s)” (Geurs and van Wee, 2004). Most studies agree on the effects of accessibility on travel behaviour. For example, based on a sample from the Sacramento County (USA), Gao et al. (2008) found that households living in residential locations with higher job accessibility are likely to own fewer cars. Kitamura et al. (1997) found for five neighbourhoods in San Francisco that better accessibility levels by public transport result in more trips by public transport. Several studies also point out that accessibility is negatively associated with travel times (e.g., Ewing et al., 1994; Shen, 2000; Susilo and Maat, 2007).

Socio-economic component

An important and very straightforward socio-economic variable that explains travel behaviour is car ownership: households owning a car will use it. However, car ownership in itself is influenced by other socio-economic variables, especially income. Car ownership is higher among high-income groups (Kockelman, 1997; McNally and Kulkarni, 1997; Dieleman et al., 2002; Schwanen et al., 2002, 2004). Car ownership, and consequently car use, is lower among older persons (aged above 65 years). Moreover, if older persons travel by car, they travel shorter distances. Note also that older persons not only travel because they want to participate in activities, the travelling itself has socializing
opportunities. Ride-sharing for non-work trips is, therefore, found to increase by age (Stead, 2001; Schwanen et al., 2004).

Women travel more often by public transport, by bike or on foot, whereas car use is higher among men. Because women tend to rely more on slow transport modes, their travel is restricted to shorter distances (Stead, 2001; Schwanen et al., 2002, 2004). This gender difference is partly explained by the fact that women earn lower wages and work in different types of jobs than their male colleagues (Madden, 1981; Hanson and Pratt, 1988).

Educational level, employment status, and income are related, resulting in comparable findings. Higher educated persons obtain more specialized and higher paid jobs which are concentrated in high-density office parks. As a result, they are more involved in long-distance commuting and car use is higher (Kockelman, 1997; Stead, 2001; Schwanen et al., 2002; Krizek, 2003). However, the use of public transport, especially train use, is higher if these office parks are located nearby a train station.

Household size is positively associated with car ownership. Because of intra-household decisions related to the activities of several household members, it may be appropriate to own more cars. Households that own a car will use it more often. Furthermore, because these households are more car dependent, they travel longer distances as well (Kockelman, 1997). Comparable results are found with respect to the number of employed persons in the household (Cervero and Kockelman, 1997; Krizek, 2003) and the presence of children. However, travel distances and times are longer for singles and childless couples, because they do not have child care responsibilities (Stead, 2001; Dieleman et al., 2002; Schwanen et al., 2002). The influences of these household characteristics on the individual’s daily travel behaviour are examples of contextual effects, as called in econometrics (Blume and Durlauf, 2005; Durlauf and Cohen-Cole, 2005).

**Socio-psychological component**

In the 1970s, various studies focused on perceptions and attitudes in travel behaviour (e.g., towards travel modes, Hartgen, 1974; Golob and Recker, 1977; Dobson et al., 1978). However, these studies did not include a spatial component. Recent travel behaviour studies rediscover the importance of perceptions and attitudes. Attitudes towards urban form (Handy, 1996) and towards travel (Bagley and Mokhtarian, 2002; van Wee et al., 2002) add explanatory power to models of travel behaviour that already include spatial and socio-economic variables. Moreover, perceptions and attitudes are considered as the result of lifestyles. The study of lifestyles in travel behaviour research is, therefore, becoming more important (Kitamura et al., 1997; Bagley and Mokhtarian, 2002).

**Interdependencies**

Interdependencies may exist between previously mentioned components. For example, most recently, there is a growing interest in the issue of residential self-selection (e.g., Bagley and Mokhtarian, 2002; Cao et al., 2006; Bhat and Guo, 2007; Pinjari et al., 2007). This issue refers to the potential problem that people might self-select themselves into different residential neighbourhoods. In other words, people’s residential location decision might be based on their socio-economic characteristics (e.g., income) or socio-psychological characteristics (e.g., travel preferences). Consequently, the connection
between land use and travel behaviour might be more a matter of residential location choice. Or in modelling terms: can land use characteristics be considered as exogenous variables in the model, or are these land use characteristics function of other variables? This refers to the problem of endogeneity, as called in econometrics (Blume and Durlauf, 2005; Durlauf and Cohen-Cole, 2005). After controlling for residential self-selection, Bagley and Mokhtarian (2002) and Cao et al. (2006) found little effect of land use on travel behaviour, whereas Bhat and Guo (2007) and Pinjari et al. (2007) found the opposite.

Comparable to previously mentioned interdependencies, several aspects of travel behaviour might be related to each other. Whereas most empirical studies focus on the effect of land use on a specific aspect of travel behaviour, it might also be useful to consider several aspects of travel behaviour simultaneously. For example, some studies indicated that car ownership mediates the relationship between land use and mode choice (e.g., Schimek, 1996; Simma and Axhausen, 2003; Chen et al., 2008; Van Acker and Witlox, 2008). Individuals and households owning a car will use it more often. Consequently, indirect effects of the land use pattern on car use will occur. For commuting trips in particular, the decision to commute by car might be based on the commuting distance. In most cases, workers always commute to the same workplace and, thus, commuting distance is unchangeable and might become a factor on which the mode choice is based. Longer commuting distances will favour the decision to commute by car (e.g., Cervero, 1996; Cervero and Kockelman, 1997). Contrary to commuting distance, mode choice is not based on commuting time. Commuting time is influenced by mode choice, and not the other way around. Aside from the disturbing influence of congestion, commuting time is related to the velocity of the chosen travel mode and commuting distance. The car is a faster travel mode than public transport, walking or biking, and will result in shorter commuting times. Being all else equal, shorter commuting times can also be the result of short commuting distances (Schwane et al., 2002; Van Ommeren and Dargay, 2006; Susilo and Maat, 2007).

**Theorizing on land use – travel behaviour**

In the previous section, an overview of the commonly used variables in travel behaviour research was given. These variables relate to spatial, socio-economic and socio-psychological aspects. Although, the reviewed studies use a variety of models and approaches, none of these studies advance an overall theoretical framework that justifies and explains the revealed triad relationship. Clearly, such a theoretical justification cannot be found in one comprehensive theory. Nevertheless, concepts from several theories in transport geography and social psychology can contribute to the research debate. In what follows, we will only review theories that depart from a disaggregate perspective. In other words, theories with an aggregated approach, such as spatial interaction models, are not considered because they empirical do not provide insights into the mechanisms underlying people’s travel behaviour (Hanson and Schwab, 1986). This paper aims at a better understanding of how people travel.

**Travel behaviour as part of a decision hierarchy**

In transport geography, daily travel behaviour is considered as a part of a decision hierarchy. This hierarchy consists of short-term decisions on daily activities, medium-
term decisions on residential and workplace locations, and long-term decisions on lifestyle (e.g., Ben-Akiva, 1973; Salomon, 1981; Salomon and Ben-Akiva, 1983). Our comprehensive conceptual model of daily travel behaviour also departs from this notion and, therefore, the decision hierarchy is at centre of Figure 1. In this section, we provide a theoretical justification of this decision hierarchy.

Figure 1. A comprehensive conceptual model for travel behaviour.

Travel behaviour and short term activity decisions

Nowadays, travel is generally considered as a derived demand. Although sometimes people might travel just “for fun” (e.g., Mokhtarian and Salomon, 2001; Mokhtarian et al., 2001), people mainly travel in order to access desired activities in other locations. After all, activities such as living, working, shopping and recreating are in most cases spatially separated and, thus, encourage the need to travel. Consequently, activity behaviour must be studied first in order to understand travel behaviour (arrow 1 in Figure 1) (Pas, 1980; Jones et al., 1990; Axhausen and Gärling, 1992; McNally, 2000). This idea has been further elaborated in the activity-based approach. Seminal theoretical contributions have been made by Hägerstrand (1970), Chapin (1974) and Cullen and Godson (1975). Hägerstrand (1970) suggested a spatiotemporal framework: geographers should not only analyze the spatial aspects of the individual’s activity pattern, but also the temporal aspects of it. Therefore he introduced the concepts of space-time paths and space-time prism (STP). Whereas the path describes the observed movement throughout space and time of an individual, the prism indicates what portions of space are accessible for an individual at each moment in time (Lenntrop, 1976; Miller, 1991, Neutens et al., 2007). Such a path and prism are easy to construct for one person. However, it becomes more difficult when the activity pattern of several persons must be analyzed. Most studies in time geography, therefore, focus on constraints (i.e. capability constraints, coupling constraints, and
authority constraints) that influence time-space paths and prisms. Whereas Hägerstrand (1970) explained the observed activity patterns within a spatiotemporal framework, Chapin (1974) described a motivational framework in which activity patterns result from the interaction between individual propensities and perceived opportunities to engage in activities. He argued that the individual’s propensity to engage in an activity can be facilitated as well as constrained. Facilitating factors refer to individuals’ motivations and ways of thinking that predispose individuals to participate in activities, whereas constraining factors do the opposite. Examples of constraining factors are role and personal characteristics such as household responsibilities, gender and age. As a result, Chapin (1974) suggested that different socio-economic groups adopt different activity patterns. This fact clearly justifies the incorporation of a socio-economic component in empirical studies on land use - travel behaviour. The theoretical frameworks of Hägerstrand (1970) and Chapin (1974) seem complementary: Hägerstrand focussed on spatial and temporal constraints, whereas Chapin emphasized the influence of opportunities and choices (Ettema and Timmermans, 1997). Cullen and Godson (1975) attempted to combine both frameworks. They characterized the spatial and temporal constraints identified by Hägerstrand by varying degrees of flexibility. Temporal constraints are less flexible than spatial constraints. Moreover, flexibility is closely related to activity type. For example, work-related activities are less flexible than leisure activities, and routine-like activities tend to be fixed in space and time. Whereas most other activity-based studies analyze the revealed activity patterns, Cullen and Godson (1975) also tried to explain the underlying activity scheduling process. Particular activities, such as working activities, act as “ pegs” around which other activities are arranged according to their flexibility. They also suggested that activities can be planned consciously or more routine-like (Ettema and Timmermans, 1997; Bhat and Koppelman, 1999; Lee and McNally, 2003). Since the 1970s, considerable progress has been made in activity-based travel research (for a recent review, see, e.g., Algers et al., 2005; Buliung and Kanarogloy, 2007). One important development is the focus on intra-household and social interactions. The individual is the primary unit of analysis in most activity-based travel studies, but attention recently shifted toward the complex interactions between individuals (e.g., household members, friends, colleagues) and how this influences activity and travel behaviour (e.g., Neutens et al., 2007b, 2008; Paez and Scott, 2007; Schwanen, 2007, 2008; Schwanen et al., 2007, Srinivisan and Bhat, 2008).

Travel behaviour and medium term spatial decisions

In their synthesized theory on travel behaviour, Fried et al. (1977) related travel behaviour directly to activity behaviour. However, it is possible that the distribution and location of activity opportunities do not match the individual’s activity needs. In this case, the individual tries to reduce this imbalance by adaptations ranging from short-term travel and activity adjustments to longer term changes such as residential or workplace relocation. Such longer term changes only occur if short-term adjustments do not sufficiently reduce the imbalance between activity opportunities and needs. Cullen (1978) stressed that longer term changes are not frequently made, but are well-reasoned and determine the social and spatiotemporal context in which daily activity behaviour is performed. Consequently, longer term changes have a considerable influence on everyday activity and travel behaviour (arrow 2 in Figure 1). Since the 1970s, empirical research continued on the relationship between travel behaviour and these spatial
medium-term decisions. Particularly, the influence of residential location choice attained attention. A number of studies (e.g., Levinson, 1997; Clark et al., 2003; Scheiner, 2006) point out that mode use, travel distances and activity spaces all change after a residential relocation. At the same time, residential relocations can occur because of dissatisfying routines of mode use, as well as distances and locations of daily activities. The complex interdependencies of travel and residential location choices challenge the question whether the characteristics of the residential neighbourhood themselves influence travel behaviour. Several recent studies (e.g., Schwanen and Mokhtarian, 2005a, b; Bhat and Guo, 2007; Cao et al., 2007a, b; Pinjari et al., 2007; Mokhtarian and Cao, 2008) argue that attitudes and preferences toward travel and residential neighbourhoods are the true determinants of travel patterns. Individuals and households self-select themselves into a residential neighbourhood that is consistent with their attitudes and preferences.

**Travel behaviour and long term lifestyle decisions**

22 The longest term decision is the choice of a lifestyle. Short-term activity decisions and medium-term spatial decisions are made by the individual to satisfy his or her lifestyle decision. This way, lifestyle also influences daily travel behaviour (arrow 3 in Figure 1). The impact of lifestyle on travel behaviour has certainly increased. Processes of increasing prosperity, increasing individualization and decreasing social control allowed people to lead a personal lifestyle (Ferge, 1972; Bootsma et al., 1993). Consequently, different lifestyle may exist within socio-economic homogenous groups.

23 Despite its frequent colloquial use, a distinct lifestyle theory is hard to find. Lifestyle is elaborated pragmatically, rather than theoretically (e.g., Sobel, 1983). Nevertheless, some theoretical contributions to the lifestyle concept are made by Weber (1972), Bourdieu (1984) and Ganzeboom (1988).

24 Weber (1972) criticized Marx’s class theory, in which behaviour is determined by the economic position of the individual (i.e., the possession of means of production). Weber (1972) concluded that behaviour cannot be explained by social class exclusively. Therefore, he added the concept of status, which refers to a group of people that shares the same prestige and obtain a similar lifestyle. Lifestyle is considered as a pattern of observable and expressive behaviours. Consequently, people with the same status, and thus the same lifestyle, will tend to behave similarly.

25 Following Weber (1972), Bourdieu (1984) considered lifestyle as a pattern of behaviours indicating the social position of the individual. Each individual occupies a position in a two-dimensional social space which is defined by the amount and the composition of capital. The amount of capital ranges from no capital to much capital, the composition of capital ranges from economic capital to socio-cultural capital. Thus, capital not only refers to economic capital such as money and real estates, but to cultural capital (i.e., education, knowledge, skills) and social capital (i.e., relations, networks) as well. Within this two-dimensional space, traditionally used socio-economic variables define the “space of social position”, whereas specific patterns of behaviour define the “space of lifestyles”. Based on this, two hierarchies can be distinguished. One category reaches from the traditional lower status groups to the economic elites. Another category reaches from the same lower status groups to the cultural elites. Thus, various lifestyles only appear among social groups with high capital levels. The economic elites pursue material welfare and
obtain rather traditional aesthetic and moral beliefs, whereas the cultural elites display their knowledge, for example on contemporary art.

Ganzeboom (1988) elaborates further on the work of Weber and Bourdieu (1984) as he assumes that people symbolize and clarify their social position through a pattern of behaviours. This behaviour is determined by their lifestyle. Based on their lifestyle, people have preferences on how to present themselves socially. These preferences are balanced against available opportunities and constraints, which results in the actual behaviour. In order to obtain a more precise definition, Ganzeboom (1988) discusses the origins and function of lifestyles. Lifestyle is related to the individual’s socio-economic characteristics. However, this relationship is influenced by intermediate variables which refer to opportunities and constraints offered by time budget, income, cognitive skills (i.e., knowledge, skills) and status considerations (i.e., the influence of the social environment, the aim to obtain social appreciation). Time budget and income can be measured objectively, whereas cognitive skills and status considerations are rather subjective. These four intermediate variables are internal to the individual. An additional, but external, intermediate variable consists of institutions (i.e., rules, regulations). Lifestyles must not be considered as unambiguous types. Ganzeboom (1988) stresses the existence of a continuum between lifestyle types rather than the occurrence of unambiguous lifestyle types. This continuum is determined by three dimensions: (i) an economic dimension, (ii) a cultural dimension, and (iii) a stage in life-dimension. The first two dimensions are inspired by Bourdieu (1984). However, Ganzeboom (1988) considers economic and cultural capital as two separate dimensions instead of the extremes of one dimension. By including a third stage-in-life dimension, Ganzeboom is able to distinguish stable socio-economic background variables (e.g., gender) from changeable characteristics of stage in life (e.g., household composition, profession). He argues that some socio-economic variables have a dynamic nature and must, therefore, be treated differently. What resembles to be a free choice on a particular moment may restrict long-term choices. For example, educational choice may restrict further professional choices.

As a result, an additional dimension, referring to stage in life, is added. This dimension operates in another way than the economic and cultural dimensions. No arguments can be put forward to consider one particular stage in life more important than another. In other words, no hierarchy can be found based on stage of life. Nevertheless, stage in life influences behaviour and preferences and, therefore, it should be included as a third dimension.

Weber (1972), Bourdieu (1984) and Ganzeboom (1988) agree on the communicative character of lifestyle: the individual elucidate his or her social position through specific patterns of behaviour. However, lifestyle includes more than observable patterns of behaviour. According to Ganzeboom (1988), lifestyle also refers to opinions and motivations (e.g., beliefs, interests and attitudes). This may confound our understanding of the lifestyle concept. For that reason, it is important to distinguish lifestyles from lifestyle expressions (Munters, 1992). In that case, lifestyles refer to the individual’s opinions and motivations, or orientations. Lifestyles are mainly characterized by orientations towards family, work and leisure (Salomon and Ben-Akiva, 1983; Bootsma et al., 1993, Cooper et al., 2001; Hildebrand, 2003). Consequently, lifestyles are internal to the individual and, thus, are unobservable. A lifestyle, then, manifests itself in observable patterns of behaviour, or lifestyle expressions. In this way, observable patterns of
behaviour (= lifestyle expressions) are explained by underlying opinions and orientations (= lifestyles).

From the above, it should be clear how to measure lifestyles. Briefly summarized, lifestyle refers to the individual’s orientations toward general themes such as family, work and leisure. Recently, several empirical studies try to include the individual’s lifestyle within travel behaviour research. Most studies (e.g., Kitamura et al., 1997; Redmond, 2000; Bagley and Mokhtarian, 2002; Collantes and Mokhtarian, 2007) confirm that the lifestyle concept adds explanatory power to travel analyses. Scheiner (2006) and Scheiner and Holz-Rau (2007) refined these conclusions. They remarked that lifestyles do influence activity and travel behaviour. Nevertheless, the influence of objective socio-economic and demographic characteristics exceeds the influence of subjective lifestyles.

Travel behaviour as the result of reasoned and unreasoned influences

The previously described decision hierarchy might come across as a rigid framework that only observes behavioural patterns and not the underlying individual’s motivations and intentions. Although general motivations and intentions are included in the decision hierarchy by the lifestyle concept, research indicates that individuals of socio-economic homogenous groups may still behave differently. This might be due to individual perceptions, attitudes and preferences toward spatial, activity and travel behaviour (van Wee, 2002; Mokhtarian and Cao, 2008). These specific subjective characteristics are different from the general one’s that define lifestyle. Empirical activity-based travel studies do not generally incorporate these factors since most transport geographers find it difficult to put these factors into practice (Golledge and Stimson, 1997). Insights from theories in social psychology can help to overcome this problem. After all, social psychology focuses on how people think, feel and behave and how these thoughts, feelings and behaviours may be influenced by other people (Brehn et al., 2005). For this reason, combining insights from social psychology and previously described concepts from transport geography seems auspicious. Moreover, certain theories in social psychology argue that behaviour is not always well-reasoned through perceptions, attitudes and preferences. Behaviour has, thus, a reasoned component as well as an unreasoned component. These components underlie the decision hierarchy in our conceptual model of travel behaviour (see arrows 4 and 5 in Figure 1).

Travel behaviour and reasoned influences

The study of attitudes is a core topic in social psychology. An attitude refers to a positive, negative or mixed evaluative response to some stimuli (issues, objects or persons) which influences the individual’s behaviour (Gärling et al., 1998; Brehn et al., 2005). Nevertheless, research indicates that the relationship between attitudes and behaviour is not perfect at all (e.g., LaPierre, 1934; Ajzen and Fishbein, 1977). Attitudes are not the only decisive factors of behaviour and, therefore, attitudes and behaviour must be treated within a broader context. This basic assumption is elaborated by Ajzen (1991) in the Theory of Planned Behaviour. Ajzen explains behaviour in terms of individual beliefs. These beliefs include behavioural beliefs, normative beliefs and control beliefs, which respectively influence attitudes, subjective norms and perceived behavioural control. Behavioural beliefs are beliefs about the probability of possible results of a behaviour.
Those possible results are evaluated by the individual, determining the individual’s attitude toward a behaviour. An individual’s behaviour may depend on the approval of referent individuals (e.g. partner, friends, family, and boss). This is referred to as normative beliefs. Subjective norms about a behaviour are determined by those normative beliefs and the individual’s motivation to go along with those referent individuals. Control beliefs are beliefs about the probability that particular factors will facilitate or constrain a behaviour. Perceived behavioural control is the result of those control beliefs taken into account the perceived power of each factor facilitating or constraining a behaviour. Attitudes, subjective norms and perceived behavioural control influence the intention to perform a specific behaviour.

The Theory of Planned Behaviour stresses the importance of individual beliefs. External factors, such as urban form, are not explicitly taken into account. However, particular urban form characteristics can be considered as factors facilitating or constraining behaviour (e.g., the presence of sidewalks will facilitate pedestrian trips). Consequently, control beliefs may include individual perceptions of the urban form. In other words, subjective perceptions of these factors are more important than objective measurement of it. Therefore, the theory distinguishes perceived behavioural control from actual behavioural control.

Travel behaviour and unreasoned influences

Nevertheless, the Theory of Planned Behaviour remains subject to criticism since it assumes rational decisions underlying behaviour. However, individuals are not constantly conscious of their behaviour (Simon, 1950; Pred, 1967). Triandis (1980) mentions the influence of habits. Moreover, he suggested a trade-off between attitudes and habits in the prediction of behaviour. If habits are strong, the attitude-behaviour relationship is weak, and vice versa (Traindis, 1977). Empirical studies such as Verplanken et al. (1994, 1998) confirmed this trade-off between habits and attitudes also exists in travel behaviour.

Ronis et al. (1989) formulated the theory of repeated behaviour. They remarked initial behaviour remains the result of relevant attitudes and beliefs. But once the behaviour is repeated, it becomes a habit and decision-making is no longer based on attitudes and behaviour. Repeated behaviour is, therefore, assumed to be mainly influenced by habits rather than by attitudes. Thus, three main categories of variables directly influence behaviour: (i) unreasoned influences, (ii) resources or enabling variables, and (iii) reasoned influences.

Recent advances in activity-based research account for unreasoned behaviour by studying activity scheduling and rescheduling processes (e.g., Doherty and Miller, 2000; Joh et al., 2004, 2005; Doherty, 2005; Lee and McNally, 2006; Zhou and Golledge, 2007). Activities are planned over varying time horizons. Activities such as working or shopping are weekly or daily recurrent activities. Planning such activities into a daily activity schedule is, thus, more a matter of routines or habits than of well-reasoned behaviour. These repeated activities (or habits) establish an initial skeleton schedule, in which well-reasoned decisions related to pre-planned activities as well as impulsive decisions related to events-of-the-day activities are fit in. As a result, activity schedules consist of a reasoned and an unreasoned component.
The context of travel behaviour

Previous sections describe travel behaviour from the perspective of the individual. Despite recent advances, external factors such as the social context and spatial context are generally ignored in studies on travel attitudes and habits. Nevertheless, accounting for the influence of the social and spatial context would help us clarifying the complex nature of travel behaviour. After all, the individual does not act within a “vacuous space”. The individual is a member of a social network of family, friends and colleagues, lives within in a particular neighbourhood and travels to a specific destination. Consequently, the individual decision hierarchy and its underlying components must be considered within a social context and a spatial context (see arrows 7 and 8 in Figure 1). A theoretical explanation of the influence of the social context can be found in social cognitive theory. Ecological and environmental psychology provides a theoretical framework for the influence of the spatial context.

Travel behaviour and the social context

The social-cognitive theory postulates reciprocal relationships between the individual’s characteristics, the individual’s behaviour and the environment in which this behaviour is performed (Bandura, 1986). Within this theory, the environment mainly refers to the individual’s social environment of which the household is the most important one. These reciprocal relationships may differ in strength and may occur on different points in time. Comparable to the theory of planned behaviour, a distinction is made between objective and subjective factors. The social-cognitive theory distinguishes environments and situations. Environments are objective quantifiable factors which are external to the individual, whereas situations refer to the individual’s perception of this objective environment. For example, empirical travel studies indicate that the presence of young children in the household influences the parents’ travel behaviour. This relationship can be measured by an objective variable such as “the number of children aged below 6 years” or by a subjective variable referring to the parents’ attitude toward having and raising children. The concept of self-efficacy is considered as fundamental. Self-efficacy refers to the individual’s self-confidence to overcome constraining factors and to perform a behaviour. This resembles the concept of perceived behavioural control defined by Ajzen (1991). Moreover, a learning behaviour appears, i.e. individuals learn that their behaviour has consequences and they expect the same results to occur again.

Travel behaviour and the spatial context

Environmental psychology resembles the social-cognitive theory. However, it underlines the role of the spatial context besides the social context. Environmental psychology questions the role of basic psychological intrapersonal processes, such as perception and cognition, in mediating the relationship between human behaviour and the environment. Intrapersonal processes such as perception indicate that behaviour is not only influenced by objective characteristics of the environment, but by the subjective evaluation of these characteristics as well (Stokols, 1977). For example, in his famous work The Image of the City, Lynch (1960) described how individuals perceive the built environment in terms of paths, edges, districts, nodes and landmarks. Behaviour is, thus, considered as the result
of internal and subjective (personal) and external and objective (situational) characteristics. This was already noted by Lewin (1936) who stated:

\[ B = f(IP, ED) \]

where:

- **B** = behaviour
- **IP** = subjective intrapersonal processes (physiological and psychological)
- **ED** = objective environmental dimensions (physical, social and cultural)

Moreover, environmental psychology acknowledges the multilevel data structure: a distinction is made between the intrapersonal level, interpersonal level and the community level. The concept of self-efficacy is important at the intrapersonal level, whereas the social context and its social norms refer to the interpersonal level. The community level includes the spatial context (Stokols, 1977; Handy, 2005).

**Individual, social and spatial opportunities and constraints**

The central box in our conceptual model refers to how the individual’s reasoning determines travel behaviour. Habits as well as subjective characteristics, such as perceptions and attitudes, are important factors. Nevertheless, because of a lack of appropriate data most empirical studies on travel behaviour include objective characteristics instead of subjective factors. After all, objective characteristics of the individual, the social context and the spatial context might facilitate or constrain travel behaviour (for a review, see Ewing and Cervero, 2001; van Wee, 2002). For example, car use will be higher for individuals with a driving license, for households owning several cars and in suburban neighbourhoods. Therefore, the central box is also influenced by objective characteristics at each level of the conceptual model (see Figure 1).

**A comprehensive conceptual framework for travel behaviour**

Having discussed the key variables in travel behaviour research (section 2) and analyzed the different theoretical frameworks that exist (section 3), we now focus on putting forward a comprehensive conceptual model (see, Figure 1).

*Travel behaviour* consists of travel-related decisions, such as modal choice, travel distances and times, and combining trips into chains. Travel behaviour is considered as derived from short-term activity patterns (arrow 1), medium-term location-decisions (arrow 2) and long-term lifestyle decisions (arrows 3). Moreover, travel behaviour is the result of an assessment between preferences and habits, or in other words an assessment of reasoned influences and unreasoned influences. Following Ronis et al. (1989), initial behaviour depends more on reasoned influences, whereas habits will influence repeated behaviour. The same applies to other types of behaviour, namely *spatiotemporal behaviour* and *activity behaviour* (arrows 4 and 5). Spatial behaviour refers to all kinds of location-decisions (e.g., residential location, job location). Location-decisions are not only influenced by spatial preferences, but also by activity and travel preferences (arrows 6) which refers to the self-selection mechanism. Activity behaviour includes the spatial and temporal activity pattern.
Spatiotemporal, activity and travel preferences are associated with attitudes and perceptions. Perceptions refer to the ways various aspects of the built environment, activities and travel are considered by an individual, whereas attitudes include an evaluation of these characteristics. Preferences are then formulated, based on these attitudes. This includes a ranking of different spatiotemporal, activity and travel opportunities. This line of reasoning is derived from theories in social psychology. Triandis (1980) considered habits as “situation-specific sequences that are or have become automatic, so that they occur without self-instruction” (Triandis, 1980, p. 204).

We argue that preferences and habits are influenced by the individual’s lifestyle (arrows 7). Comparable to Ganzeboom (1988), we argue the individual’s lifestyle influences preferences as well as habits. After all, it is possible that some lifestyle types are associated with more habitual behaviour than other lifestyle types. For example, an adventurous lifestyle permits less habitual behaviour and more impulsive behaviour than a cocooning lifestyle.

The model as a whole is influenced by (i) individual characteristics, (ii) characteristics of the social context, and (iii) characteristics of the spatial context. So far, empirical studies included these objective variables as control variables. For example, spatial opportunities are defined in terms of density, diversity and design. However, these objective variables are perceived and evaluated by individuals with specific lifestyles. It would be interesting to assess these objective variables with more subjective variables. For example, a neighbourhood is objectively evaluated as pedestrian friendly (e.g., low motorized traffic levels, availability of sidewalks). But an individual with a specific lifestyle might still consider this neighbourhood as unsafe (Handy, 1996).

The dotted arrows refer to feedback mechanisms: individuals can learn from previous experiences. Consequently, habits, perceptions, attitudes and preferences are not fixed in time.

How to Account for Interdependencies?

The above literature review and conceptual model reveal the complexity of travel behaviour. Numerous variables are influencing each other, resulting in indirect effects on travel behaviour. This kind of interdependency can be analyzed using Structural Equation Models (SEM). A second kind of interdependencies results from a nested data structure. Data are collected at several levels: socio-economic data is collected at the individual level and the household level, whereas spatial data is collected at the neighbourhood level and the metropolitan level. Moreover, individuals are nested within households, and households within neighbourhoods. This nested data structure is best analyzed using a multilevel analysis. Combining both methodologies results in a multilevel SEM approach.

Multilevel structural equation models

A structural equation model is a series of simultaneously estimated structural (i.e., regression) equations. It can distinguish direct, indirect and total effects. Because a variable can be an independent variable in one equation but a dependent variable in another equation, SEM makes a distinction between “endogenous” and “exogenous” variables. Exogenous variables are not influenced by any other variable, but only
influence other variables. In a graphical representation of a model, no paths (symbolized by arrows) will point towards exogenous variables and paths will only depart from exogenous variables towards other variables. Endogenous variables are influenced by exogenous variables, either directly or indirectly (Kline, 2005; Byrne, 2001; Raykov and Marcoulides, 2000).

A SEM can be composed of up to three sets of simultaneous models: (i) a measurement model for the endogenous variables, (ii) a measurement model for the exogenous variables, and (iii) a structural model (Golob, 2003). This full model is referred to as a “SEM model with latent variables”. Latent variables are constructs which cannot be observed directly. Thus, latent variables must be defined in terms of underlying variables which are believed to represent the latent variable. These underlying and observable variables are called “indicators” or “manifest variables”. The measurement model, therefore, defines the relationship between a latent variable and its indicators. The structural model represents the relationships between exogenous and endogenous variables. This structural model is defined by the matrices:

\[ Y = B Y + \Gamma X + \zeta \]  

with

- \( Y = L \times 1 \) matrix with endogenous variables
- \( X = K \times 1 \) matrix with exogenous variables
- \( B = L \times L \) matrix with regression coefficients relating endogenous variables to other endogenous variables
- \( \Gamma = K \times K \) matrix with regression coefficients relating exogenous variables to endogenous variables
- \( \zeta = L \times 1 \) matrix with residues of the endogenous variables

The estimation of a SEM-model is usually based on matching the observed covariance matrix with the model-based covariance matrix.

Interdependencies may result from interactions between variables at a certain level, but also from interactions between variables at different, hierarchical levels. For example, individuals are nested within households, and households are nested within neighbourhoods. Suppose we only have data on individuals and households. Statistical methods assume independence over these \( N \) observations. But travel behaviour of these individuals may be influenced by their household characteristics, such as car ownership. Therefore, independence is assumed only over the \( c \) households in this two-level SEM (Kline, 2005). Ignoring similarities among individuals within households can result in biased estimates of the model’s parameters and goodness-of-fit indexes. The proportion of the total variation in the individual’s travel behaviour due to the variation between the households is expressed by the interdependency index:

\[ \rho = \frac{\sigma^2_H}{\sigma^2_H + \sigma^2_W} \]  

with

- \( \sigma^2_H \) = variation between households
- \( \sigma^2_W \) = variation within households

If \( \rho \) has a value close to zero, then variation between households is limited. In these circumstances, an individual’s travel behaviour is not influenced by household characteristics and, consequently, data are independent. Nevertheless, values ranging of
0.10 to 0.25 or higher indicate that data are not independent from each other and a multilevel analysis is needed (Torn and Bosker, 1999).

Multilevel SEM accounts for the nested data structure by assuming the existence of one population (data-set) of individuals clustered in, for example, households. Instead of developing a separate covariance matrix for each level, multilevel SEM decomposes the individual data into two separate models for the within and the between household structure (Chung et al., 2004). More formally, the multilevel SEM is defined as:

**Within household model:**
\[ Y_{Wci} = m + B_W Y_{Wci} + \Gamma_W X_{Wci} + \xi_{Wci} \]  

**Between household model:**
\[ Y_{Bc} = B_B Y_{Bc} + \Gamma_B X_{Bc} + \xi_{Bc} \]

with
- \( i \) = individuals \( i \)
- \( c \) = households \( c \)
- \( m \) = overall expectation for \( y_{ci} \)

The within household component contains the contribution of individual characteristics on the individual’s travel behaviour, whereas the between household component accounts for the household contribution to the individual’s travel behaviour. Multilevel SEM seeks to decompose the variation in the endogenous variables into variance components associated with each level in the nested data structure. Moreover, it tries to explain the variation at each level simultaneously by a set of exogenous and endogenous variables (Kline, 2005; Chung et al., 2004).

**Discussion and Conclusion**

To our knowledge, applications of a multilevel SEM remain scarce in travel behaviour research. The few exceptions are Chung et al. (2004) and Kim et al. (2004), but these studies estimated two-level models referring to the individual and the household. Consequently, both studies did not account for the influence of the built environment. Due to recent advances in software development, it is however possible to include a third level which refers to the neighbourhood characteristics. Furthermore, both studies did not underline the importance of indirect effects. Chung et al. (1994) only described direct effects of individual and household characteristics on travel behaviour, whereas Kim et al. (2004) distinguished indirect effects, but they did not underline its meaning.

The conceptual model proposed in this paper includes numerous relationships, resulting in indirect effects on travel behaviour. Within this framework, the estimation of a SEM is appropriate. Moreover, the effects of a nested data structure must be taken into account as well. Consequently, multilevel SEM is the appropriate modelling technique to put the conceptual model into practice.

Another reason why SEM is appropriate can be found in the conceptual model. The presented conceptual model strongly emphasizes the importance of lifestyle, perceptions, attitudes and preferences. However, these are latent variables which cannot be observed directly. Therefore, data on indicators of lifestyle, perceptions, attitudes and preferences will have to be collected. The latent variables or constructs can be determined by a factor analysis, but relationships between the constructs can be modelled in a SEM.
Because it is possible to model indirect effects, to account for a nested data structure and to estimate constructs in a SEM, the approach is considered useful to entangle the complexity of travel behaviour. Applications remain scarce. In future work, we plan to validate our conceptual travel behaviour analysis framework, using a multilevel SEM. The first attempts (Van Acker et al., 2007) look most promising.
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ABSTRACTS

Many studies try to measure the effect of land use patterns on daily travel behaviour of individuals. Results are controlled for socio-economic differences, and sometimes socio-psychological differences, among respondents. However, these studies do not mention why after all a relationship should exist between travel behaviour and spatial, socio-economic and socio-psychological attributes. This query can be answered by combining theories in transport geography and social psychology. Doing so, this paper aims to develop a conceptual model for travel behaviour that brings together concepts such as “spatiotemporal behaviour”, “activity behaviour”, “lifestyle”, “attitudes” and “habits”. Within this conceptual model two kinds of interdependencies are highly important: (i) interdependencies between explanatory variables, causing indirect effects on travel behaviour, and (ii) interdependencies between different data levels causing a nested data-structure. Structural equation models (SEM) are generally used to estimate indirect effects, whereas multilevel analysis account for the nested data structure. The paper recommends combining both statistical techniques in order to better understand the complexity of human travel behaviour.
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