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I. — INTRODUCTION

In the last years, open source software, *i.e.* software under a license that grants several rights like free redistribution to the user (1), has become more and more important, with this importance now stretching beyond the mere use of well-known projects in both private and commercial settings (Fitzgerald, 2006; von Krogh and Spaeth, 2007). Examples for this type of adoption naturally include the operating system Linux with the utilities of the GNU project and various desktops as well as office packages, the Apache web server, data bases such as MySQL and many others.

More importantly, open source software is of special interest due to its development process and organization of work. In many ways it can be seen as constituting a new production mode, in which people are no longer collocated, and self-organization is prevalent. The seminal work on this topic was written

---

(1) It should be noted that several terms are in use within this field, most notably open source software (Perens, 1999) and free software (Stallman, 2002). In this paper, the term open source is used to refer to free software as well, if a particular license is of importance, this is mentioned explicitly.
by Eric S. Raymond, « The Cathedral and the Bazaar », in which he contrasts the traditional type of software development of a few people planning a cathedral in splendid isolation with the new collaborative bazaar form of open source software development (Raymond, 1999). In this, a large number of developer-turned users come together without monetary compensation to cooperate under a model of rigorous peer-review and take advantage of parallel debugging that leads to innovation and rapid advancement in developing and evolving software products. In order to allow for this to happen and to minimize duplicated work, the source code of the software needs to be accessible, which necessitates suitable licenses, and new versions need to be released in short cycles.

This theoretical work is going to be our starting point in examining the organization of work in open source projects, and the implications of this organization on effort and efficiency as well as quality. The research on similarities and dissimilarities between open source development in general and other commercial software development models is still proceeding (Mockus et al., 2002; Koch, 2004; Scacchi et al., 2006), and remains a hotly debated issue (Bollinger et al., 1999; McConnell, 1999; Vixie, 1999).

It is necessary to base such a discussion on empirical assessments of work practices and organizations in real-world projects. Empirical research on open source processes often employs the analysis of data available through mining the communication and coordination tools and their repositories. For this paper, we will mostly focus on this approach and results from several studies using it. Other approaches taken include (n)ethnographic studies of development communities (Coleman and Hill, 2004; Elliott and Scacchi, 2004), sometimes coupled with repository mining (Basset, 2004).

The structure of this paper is as follows: we will start with a short introduction to mining software repositories, and then provide a discussion and empirical data concerning the organization of work in open source projects based on this methodology. Then we are going to focus on the implications that these organizational aspects have on effort, as well as efficiency and quality. The paper will conclude with a synthesis and some comments on possible future work.

II. — SOFTWARE REPOSITORY MINING

Software development repositories contain a plethora of informations on software and underlying, associated development processes (Cook et al., 1998; Atkins et al., 1999). Studying software systems and development processes using these sources of data offers several advantages (Cook et al., 1998): it is very cost-effective, as no additional instrumentation is necessary, and does not influence the process under consideration. In addition, longitudinal data are available, allowing for analyses that consider the whole project.
history. Depending on the tools used in a project, possible repositories available for analysis include source code versioning systems (Atkins et al., 1999; Kemerer and Slaughter, 1999), bug reporting systems, and mailing lists. In open source projects, repositories in several forms are also in use, and in fact form the most important communication and coordination channels as participants are not collocated. Therefore, there is only a small amount of information that cannot be captured because it is transmitted inter-personally. Repositories in use must also be available openly, in order to enable persons to access them and participate in the project.

Prior studies have included both in-depth analyses of small numbers of successful projects (Gallivan, 2001) like Apache and Mozilla (Mockus et al., 2002), GNOME (Koch and Schneider, 2002) or FreeBSD (Dinh-Tong and Bieman, 2005), and also large data samples, such of those derived from Sourceforge.net (Koch, 2004; Long and Siau, 2007). Primarily, information provided by version control systems has been used, but also aggregated data provided by software repositories (Crowston and Scozzi, 2002; Hunt and Johnson, 2002; Krishnamurthy, 2002), meta-information included in Linux Software Map entries (Dempsey et al., 2002), or data retrieved directly from the source code itself (Ghosh and Prakash, 2000).

Although this data is available, the task is made more complicated by the large size and scope of the project repositories or code forges, and the heterogeneity of the projects being studied (Howison and Crowston, 2004; Robles et al., 2009). Therefore, in the last years RoRs (« repository of repositories ») have been developed, which collect, aggregate, and clean the targeted repository data (Sowe et al., 2007). Two examples are FLOSSMetrics and FLOSSmole. These RoRs usually hold data collected from project repositories, and some of them also store some analysis and metrics calculated on the retrieved data. The results (raw data, summary data, and/or analyses) will be stored in a database and accessible to the rest of the research community. The researcher therefore does not need to collect data independently.

III. — ORGANIZATION OF WORK IN OPEN SOURCE PROJECTS

The topic of this paper is to analyze open source software development as a possible special case of organization of work. Often, this style of development is hypothesized to be a new production mode, lacking collocation of members as well as any centralized management. While there is one seminal description of the bazaar style of development by Raymond (1999) enforcing this view, it should be noted that open source projects do differ significantly in the processes they employ (Scacchi et al., 2006), and that reality has been found to differ from this very theoretical description. For example, there are strict release processes in place in several open source projects (Jorgensen, 2001; Holck and Jorgensen, 2004), and a considerable level of commercial involvement in several areas (Henkel, 2006; Roberts et al., 2006; O’Mahony and Bechky,
Governance structures in general do exist, and O’Mahony and Ferraro (2007) specifically focused on the emergence of governance, finding that members develop a shared basis of formal authority but limit it with democratic mechanisms that enabled experimentation with shifting conceptions of authority over time. Barcellini et al. (2008b) report on a study of the design dynamics in open source projects using an analysis of electronic discussions. They find community consensus as well as implicit rules to govern some of these exchanges, as well as specific participants (« top hierarchy ») active in framing. In a second, related study (Barcellini et al., 2008a), the authors find several key participants acting as boundary spanners between user and developer communities (and mailing lists). They therefore argue that OSS design may be considered as a form of « role emerging design », i.e. design organized and pushed through emerging roles and through a balance between these roles, with the communities providing a suitable socio-technical environment to enable such role emergence.

Several ways have been discussed to describe different open source development processes, e.g. Crowston et al. (2006) operationalize a process characteristic based on the speed of bug fixing, Michlmayr (2005) used a construct of process maturity, while also concentration indices have been used to characterize development forms (Koch and Neumann, 2008). We find that there is considerable variance in the practices actually employed, as well as the technical infrastructure. It has been hypothesized that the advent of the Internet and especially the coordination and communications tools are at least a precondition for this development (Rusovan et al., 2005; Robbins, 2005). For example, Raymond (1999) writes, « Provided the development coordinator has a medium at least as good as the Internet, and knows how to lead without coercion, many heads are inevitably better than one ». Several studies have especially focused on mailing list discussions surrounding open source projects (Kuk, 2006; Barcellini et al., 2008a, 2008b). On a conceptual level, Hemetsberger and Reinhardt (2009) in their study of KDE draw on the concept of co-configuration, which is is a participatory model that is not confined to collaboration between professionals, and integrates users as active subjects, who are active in the shaping and reshaping of products and eventually become experts themselves. The use the term of coat-tailing work systems that tie everyday actions to the overall activity of the group, and underscore the importance of technological, cultural and mental artefacts to construct such a system so that online collaboration can transgress the limitations of the dispersed group work.

Numerous quantitative studies of development projects and communities (Dempsey et al., 2002; Dinh-Trong and Bieman, 2005; Ghosh and Prakash, 2000; Koch and Schneider, 2002; Koch, 2004; Krishnamurthy, 2002; Mockus et al., 2002) have proposed process metrics like the commit, which refers to a single change of a file by a single programmer, or the number of distinct programmers involved in writing and maintaining a file or project to study open source work practices. One of the most consistent results coming out of this
research is a heavily skewed distribution of effort between participants (Koch, 2004; Mockus et al., 2002; Ghosh and Prakash, 2000; Dinh-Tong and Bieman, 2005). Several studies have adopted the normalized Gini coefficient (Robles et al., 2004), a measure of concentration, for this. The Gini coefficient is a number between 0 and 1, where 0 is an indicator for perfect equality and 1 for total inequality or concentration, and can be based both on commits or lines-of-code contributed, with studies showing no major difference. For example, Mockus et al. (2002) have shown that the top 15 of nearly 400 programmers in the Apache project added 88 per cent of the total lines-of-code. In the GNOME project, the top 15 out of 301 programmers were only responsible for 48 percent, while the top 52 persons were necessary to reach 80 per cent (Koch and Schneider 2002), with clustering hinting at the existence of a still smaller group of 11 programmers within this larger group. A similar distribution for the lines-of-code contributed to the project was found in a community of Linux kernel developers by Hertel et al. (2003). Also the results of the Orbiten Free Software survey (Ghosh and Prakash 2000) are similar, the first decile of programmers was responsible for 72 per cent, the second for 9 per cent of the total code.

A second major result regarding organization of work is a low number of people working together on file level. For example, Koch and Neumann (2008) have found that only 12.2% of the files have more than three distinct authors. Most of the files have one (24.0%) or two (56.1%) programmers and only 3% have more than five distinct authors, in accordance with other studies on file or project level (Koch, 2004; Krishnamurthy, 2002; Mockus et al., 2002; Ghosh and Prakash, 2000).

Similar distribution can also be found on project level in large scale studies: for example, Koch (2004) in his study of several thousand projects found a vast majority of projects having only a very small number of programmers (67.5 per cent have only 1 programmer). Only 1.3 per cent had more than 10 programmers. Analyzing the 100 most active mature projects on Sourceforge.net, Krishnamurthy (2002) also showed that most of the projects had only a small number of participants (median of 4). Only 19 per cent had more than 10, 22 per cent had only 1 developer. While this percentage is much smaller than found by Koch (2004), this is not surprising as Krishnamurthy only used the 100 most active projects, not the full population.

Another aspect that cannot be underestimated with regard to the implications for organization of work is the increased commercial interest in open source software. This has also lead to changes in many projects, which now include contributors who get paid for their contributions and others, who receive no direct payment. This can have repercussions on motivation and participation (Roberts et al., 2006), and is also reflected in several surveys: for example, Lakhani and Wolf (2005) found that 13% of respondents received direct payments, and 38% spent work hours on open source development with their supervisor being aware of the fact. Ghosh (2005) reports a group of 31.4%
motivated by monetary or career (mostly for signaling competence) concerns in a sample of 2,280 responses. Hars and Ou (2001) found a share of 16% being directly paid, Hertel et al. (2003) report 20% of contributors receiving a salary for this work on a regular basis with an additional 23% at least sometimes in a survey of Linux kernel developers. Demetriou et al. (2007) have shown some implications of this fact in a case study of the OpenACS project: historically, developers with a commercial interest dominated the project history and code base, but this fact might be slowly changing, with his large amount of commercial interest having led to a governance structure which puts great value on control and stability by requiring Technical Improvement Proposals for major changes. On the other hand, this rigidity seems to have affected the way of work, in that sideway developments might be established creating coexisting sub-frameworks. From an architectural viewpoint, this would be disadvantageous, and it might also have the effect of preventing true open source style development, as the code in these parts would tend to be more specific and only usable in a certain context. In the empirical data, there seem to be indications for this happening especially in conjunction with commercial developers: the authors found that packages being to a high degree dominated by commercial background tend to include less developers overall and less volunteers, and also tend to be changed less often and by the same group of people.

On a larger scale, the interactions of open source projects and commercial entities in open innovation activities have been an active field of research for several years. Henkel (2006) has analysed the behaviour of companies with regard to free revealing in the context of embedded Linux, O’Mahony and Bechky (2008) focus on the role of boundary spanners in achieving collaboration between open source projects and firms. We will not consider this organization-level cooperation and collaboration issues in this paper, but limit the discussion to intra-project phenomena.

After this presentation of some empirical results concerning the organization of work within open source projects, we will now turn to the relation with effort, as well as with efficiency and quality.

IV. — ORGANIZATION OF WORK AND EFFORT

1. Effort estimation for open source projects

We focus now on the effort expended for open source projects, with the main goal of uncovering relationships between this effort and the open source development model overall, i.e. comparing it to other – commercial – approaches of organizing work, as well as different form of organization within projects. Any discussion on open source projects, their organization, success, efficiency or quality in general is incomplete without addressing this topic of effort, and relating other constructs to it. Unfortunately, this effort is basically unk-
nown, even to the leaders of these projects, and therefore needs to be estimated. In addition such an estimation offers important insights to stakeholders, e.g. in the context of decisions about how an ongoing project might be managed, whether to join or to remain in a project, as well as adoption decisions by current or prospective users, including companies deciding whether to pursue a related business model. It will allow a most basic measure for the value created by such communities.

Software engineering research for many years has focused on the topic of effort estimation, and has produced numerous models and methods. The best known of these is probably COCOMO (Boehm, 1981), which offers an algorithmic formula for estimating effort based on a quantification of the lines of code; this was modified and updated with the publication of COCOMO II (Boehm et al., 2000). Both rely on a Cobb-Douglas production formula based on a regression performed on a set of (commercial) projects, merged with expert judgement. In the actual use, the main cost driver is software size, influenced by an assessment of other influence factors like development flexibility or participant experience. Other options for effort estimation include the software equation (Putnam, 1978), approaches based on the function point metric (Albrecht and Gaffney, 1983), diverse machine-learning approaches and proprietary models such as ESTIMACS and SLIM. Many of these approaches are based on the general development project formulation introduced by Norden (1960), which develops a manpower function based on the number of people participating in a project at a given time. Differences in work organization in open source projects raise the question of whether participation in OS projects can be modeled and predicted using approaches created in the context of traditional software development, or whether new models need to be developed. Naturally this does not apply to machine-learning models, but those would require a sufficient database of similar projects with known efforts, which is not available in this context.

In general, we can employ two different approaches to estimating effort, one based on output, i.e. software and some measure of its size, the other based on evidence of participation. Especially the comparison of both approaches can yield important insights related to comparing open source to commercial software development, as the estimation based on size basically assumes an organization equivalent to commercial settings. In this paper, we will mostly focus on the results of this process, while for a more in-depth coverage, the reader is referred to Koch (2008), where the analysis is based on a set of more than 8000 projects. Other related work is limited (Koch and Schneider, 2002; Koch, 2004; Gonzalez-Barahona et al., 2004; Wheeler, 2005; Amor et al., 2006), and for the most part applies only basic models without further discussion, or indirect effort measures (Yu, 2006).

For participation-based estimation, the basis is formed by the work of Norden (1960), which models any development project as a series of problem-solving efforts by the manpower involved. The manpower involved at each
moment in an open source project can be inferred from an analysis of the source code management system logs. The number of people usefully employed at any given time is assumed to be approximately proportional to the number of problems ready for solution at that time. The manpower function then represents a Rayleigh-type curve. While Norden postulates a finite and fixed number of problems, additional requests would lead to the generation of new problems to be worked on. While this effect might be small to negligible until the time of operation, it might be a driving factor later on. Therefore, while there are similarities in the early stages of a project, in the later stages, distinct differences in processes and organization of work show up, linked to differences in goal setting and eliciting. We will therefore further explore this possible effect of work organization in the next section.

The first model in the output-based estimation category is the original COCOMO (Boehm, 1981), and while severe problems related to use of this model due to violated assumptions exist, it is still employed for comparison with other models and with existing studies (Gonzalez-Barahona et al., 2004; Wheeler, 2005). The necessary data on software size can easily be gathered from the source code management system of any open source project, or by downloading the source code itself and submitting it to a counting program. The updated version COCOMO 2 (Boehm et al., 2000) eliminates some of these concerns, so forms another option. An approach that is similar to COCOMO in that it is also based on an output metric, is the function point method (Albrecht and Gaffney, 1983). This method in general offers several advantages, most importantly the possibility to quantify the function points relatively early, based on analysis and design. In estimating the effort it is difficult, especially for an outsider, to correctly quantify the function points, even after delivery. Another way of arriving at a number is to use the converse method of converting the function point count to lines-of-code (Albrecht and Gaffney, 1983; Boehm et al., 2000). The literature proposes a mean number of lines-of-code required to implement a single function point in a given programming language. Once the amount of function points for a given system is known, literature provides several equations, basically production functions, to relate this amount to effort, naturally all based on data collected in a commercial software development environment. Examples include Albrecht and Gaffney (1983), Kemerer (1987) or Matson et al. (1994), who propose both a linear and logarithmic model.

2. Organization and effort

We first explore any differences that the particular style of organization of work in open source projects could mean for manpower modeling based on the work of Norden (1960). As discussed, while Norden postulates a finite and fixed number of problems, additional requests from the user and developer community could lead to the generation of new problems to be worked on. Based on extensive modeling and comparisons using several alternative manpower functions for a set of more than 8000 projects (Koch, 2008), modified
Norden-Rayleigh-functions incorporating this effect significantly outperform the classical variant over complete project lifespans. We can see this as proof that in the open source form of organization, additional requirements and functionalities are introduced to a higher degree than in commercial settings. Also several possible forms for adding this effect to the Norden-Rayleigh model have been explored (Koch, 2008): the features added seem to depend on the starting problem to a higher extent than on the cumulative effort expended up to that time. This highlights the importance of the first set of requirements, often the vision of the project founder, in determining future enhancements. Also, a different proportionality factor, \textit{i.e.} learning rate, has to be assumed as compared to the main respectively initial project, with a quadratic function better suited to modeling the addition of new problems. These results underline how much open source software development is actually driven by the participants and users, who truly shape the direction of such a project according to their needs or ideas.

We next turn to an analysis of the differences between participation-based estimation and output-based estimation. As the approaches in the latter group are all based on data from commercial settings, these differences can give an idea about the relation between participation-based effort, and the effort that would be necessary to develop the same system in a different environment and using a different organization. The empirical analysis (Koch, 2008) shows distinctive differences: estimates derived from Norden-Rayleigh modeling were tested against each output-based method, and were significantly lower. An analytical comparison is also possible between COCOMO in both versions (Boehm, 1981; Boehm \textit{et al.}, 2000), and the Norden-Rayleigh model because COCOMO is based on this. Londeix (1987) detailed how the Rayleigh-curve corresponding to a given COCOMO estimation can be determined. In this case the other direction is employed to find a parameter set in COCOMO corresponding to the Rayleigh-curve, derived from programmer participation. As COCOMO offers both development mode and a number of cost drivers as parameters, there is no single solution. Nevertheless, actually not a single solution is possible given the parameter space, so open source development cannot be modeled using the original COCOMO, which leads to the conclusion that development has been more efficient than theoretically possible. When the possible parameters of COCOMO II are explored, the result is once again that this project is very efficient as both cost drivers and scale factors replacing the modes of development in COCOMO II have to be rated rather favorably, but this time the resulting combinations are within the range.

These differences showing up between the effort estimates based on participation and output might be due to several reasons. First, open source development organization might constitute a more efficient way of producing software (Bollinger \textit{et al.}, 1999; McConnell, 1999), mostly due to self-selection outperforming management intervention. Participants might be able to determine more accurately whether and where they are able to work productively on the project overall, or on particular tasks. This could also be relabeled as an indi-
cation of the success of coat-tailing work systems to tie everyday actions to the overall activity of the group (Hemetsberger and Reinhardt, 2009). In addition, overhead costs are very much reduced. The second explanation might be that the difference is caused by non-programmer participation, *i.e.* people participating by discussing on mailing lists, reporting bugs, maintaining web sites and the like. These are not included in the participation-based manpower modeling due to the fact that data is based on activities within the source code management systems. If the Norden-Rayleigh and COCOMO estimates are compared, COCOMO results for effort are eight times higher. If it were assumed that this difference could only come from the invisible effort expended by these participants, this effort must be enormous. It would account for about 88 percent of the effort, translating to about seven persons assisting each programmer. As has been shown, in open source projects, the number of participants other than programmers is about one order of magnitude larger than the number of programmers (Dinh-Trong and Bieman, 2005; Mockus *et al.*, 2002; Koch and Schneider, 2002), but their expended effort is implicitly assumed to be much smaller. We are therefore going to relate this to the the « chief programmer team organization », proposed more than 30 years ago (Mills, 1971; Baker, 1972). This has also been termed the « surgical team » by Brooks (1995), and is a form of organization where which system development is divided into tasks each handled by a chief programmer who has responsibility for the most part of the actual design and coding, supported by a larger number of other specialists such as documentation writers or testers. We are going to expand on this discussion in the conclusion, using additional results derived from research in to efficiency.

V. — ORGANIZATION OF WORK AND EFFICIENCY

1. Efficiency of open source projects

In this part, we will explore the effects of organization of work in open source projects on efficiency and quality within those projects. Conceptualising efficiency of open source projects is actually more difficult for open source projects. In software development, efficiency or productivity is most often denoted by the relation of an effort measure to an output measure, using either lines-of-code or, preferably due to independence from programming language, function points (Albrecht and Gaffney, 1983). This approach can be problematic even in an environment of commercial software development due to missing components especially of the output, for example also Kitchenham and Mendes (2004) agree that productivity measures need to be based on multiple size measures.

In open source development, the effort invested as discussed is normally unknown and consequently needs to be estimated, and the participants are also more diverse than in commercial projects as they include core team member, committers, bug reporters and several other groups with varying intensity of
participation. Besides, also the outputs can be more diverse. Many researchers have worked on conceptualising the success of such projects (Stewart, 2004; Stewart et al., 2006; Stewart and Gosain, 2006; Crowston et al., 2003; Crowston et al., 2004; Crowston et al., 2006), which can provide a starting point as well for a set of output measures. Literature has thus suggested a huge number of indicators, using, for example, search engine results as proxies (Weiss, 2005), or measures like number of downloads achieved, or even subjective answers to surveys (Stewart and Gosain, 2006), but aggregating those to have an overall picture has been a major problem. In the general case, the inputs of an open source project can encompass a set of metrics, especially concerned with the participants. In the most simple cases the number of programmers and other participants can be used. The output of a project can be measured using several software metrics, most easily the lines-of-code, files, or others like downloads achieved. This range of metrics both for inputs and outputs, and their different scales necessitates the application of an appropriate method. Many of the results presented in the next two sections are therefore based on applying Data Envelopment Analysis (DEA) to this problem. DEA (Farell, 1957; Charnes et al., 1978; Banker et al., 1984) is a non-parametric optimization method for efficiency comparisons without any need to define any relations between different factors or a production function. In addition, DEA can account for economies or dis-economies of scale, and is able to deal with multi-input, multi-output systems in which the factors have different scales.

The main result of applying DEA for a set of projects is an efficiency score for each project. This score can serve different purposes: first, single projects can be compared accordingly, but also groups of projects, for example those following similar process models, located in different application domains or simply of different scale can be compared to determine whether any of these characteristics lead to higher efficiency.

2. Organization and efficiency

In this section, we will give an overview of the interrelationship between different attributes of open source projects characterizing their organization of work, as well as infrastructure, and their efficiency.

The first element to be explored naturally is the generally large number of participants. Following the reasoning of Brooks, an increased number of people working together will decrease productivity as measured by lines-of-code produced per participant per time interval due to exponentially increasing communication costs (Brooks, 1995). Interestingly, this effect has not turned up in prior studies (Koch, 2004; Koch, 2007). This leads to the interesting conclusion that Brooks’s Law seemingly does not apply to open source software development. There are several possible explanations for this, which include the very strict modularization, which increases possible division of labor while reducing the need for communication. Also the low number of pro-
grammers working together on single files can be taken as a hint for this. We will also explore the notion of superior tool and infrastructure use as a possible factor later.

As empirical results have shown that the effort within open source projects is distributed very inequally, which seems to be a major characteristic of this type of organization, any effects this could have on efficiency should also be explored. Using a data set of projects from SourceForge and DEA, Koch (2008a) showed that there is indeed no connection: there was no significant difference in efficiency between projects with different levels of inequality, so this form of organization does not seem to incur a penalty. In some works, also license, especially GNU GPL, is hypothesized as having an impact on success or efficiency. Subramanian et al. (2009) found such an effect, as did Stewart et al. (2006), while Koch (2008a) did not.

Closely linked to efficiency in a project is its rate of progress, which, although especially growth in participant numbers provides another major contributing factor as well, is affected by it. The evolution and development speed of commercial systems has been an issue that has long been a center of research, and therefore a coherent theoretical framework of software evolution has been developed and empirically tested, mainly based on the works of Lehman and others (Belady and Lehman, 1976; Lehman and Ramil, 2001). For open source software systems, several works have explicitly dealt with this topic. The first and one of the most important contributions is a case study by Godfrey and Tu (2000), who have analyzed the most prominent example available, the Linux operating system kernel. They found that the growth behavior is best fitted by a super-linear rate, which contradicts the prior theory of software evolution, which postulates a decline in growth. On the other hand, Paulson et al. (2004) have used a linear approximation, and have not found any differences in growth behavior between open and closed-source software projects. Robles et al. (2003) reproduced the study of Godfrey and Tu (2000) with newer data, and found similar results, in addition showing that the growth of Linux has even accelerated during the five years between both works. They have also analyzed major subsystems, finding also super-linear growth patterns on this level. In addition, they surveyed 18 more large open source projects (like Apache, GNOME or KDE), finding growth patterns linear or close to linear for 16 of them, with the other two exhibiting some special characteristics. In another case study, Robles et al. (2006) found that the KDE project shows super-linear growth. Capiluppi et al. (2003) presented the first large horizontal study of open source system evolution using 406 projects from a repository, with size constantly growing in active projects. They also note that in large and medium projects, the number of modules grows, but their size tends to evolve to a stable value. Finally, Scacchi (2004) gives a discussion of open source software evolution, with an overview and review of studies both on proprietary and open source projects. He concludes that the laws of software evolution do not account for the potential for super-linear growth in software size that can be sustained by satisfied developer-user communities. Koch
(2007) uses a large sample of projects, and comes to the conclusion that while in the mean the growth rate is linear or decreasing over time according to the laws of software evolution, a significant percentage of projects is able to sustain super-linear growth. There is a positive relationship between the size of a project, the number of participants and the inequality in the distribution of work within the development team with the presence of super-linear growth patterns. On the other hand, there is evidence for a group of projects of moderate size which shows decreasing growth rates, while small projects in general exhibit linear growth. A possible explanation for this fact is that projects with a super-linear growth rate are able to implement a certain organizational model, the chief programmer team, as mentioned above. This will be revisited in the conclusions. This form, present in open source software development, through measures like strict modularization and self-selection for tasks (Crowston et al., 2007) seems to be able to at least delay the negative effects arising during evolution. In addition, especially the fourth law of software evolution, « conservation of organizational stability » (Lehman & Ramil, 2001), implying constant incremental effort, might be violated especially in very large and prominent projects which attract an ever increasing number of participants.

Finally, the infrastructure employed for communication and coordination naturally shapes the work done in a project. It has been hypothesized that the advent of the Internet and especially the coordination and communications tools are at least a precondition for open source development (Raymond, 1999; Rusovan et al., 2005; Robbins, 2005). For example, Michlmayr (2005) has used a sample of projects to uncover whether the process maturity, based on version control, mailing lists and testing strategies, has had any influence on the success of open source projects, and could confirm this. Koch (2009) has analyzed the impact of adoption of different tools offered by SourceForge as well as tool diversity on project efficiency using DEA, and found surprising results: in a data set of successful projects, actually negative influences of tool adoption were found, while the results were more positive in a random data set. Two explanations were proposed for this, with one being that projects, especially larger ones, might be using other tools. The second explanation is that tools for communicating with users and potential co-developers can become more of a hindrance in successful projects, as they could increase the load to a degree that it detracts attention and time from the developers, which might be better spent on actual development work. In general, the successful projects also show a more progressed status, so actually these results seem to correspond to the results of Stewart and Gosain (2006), who stress the importance of development stage as moderator in project performance. In addition, these projects in general have a higher number of developers, which, counter-intuitively, seems to be linked to negative effects of communication and coordination tool adoption. One explanation might be that projects with problems in communication and coordination due to team size adopt tools to a higher degree, which can not completely solve the problem after it has passed some threshold. Therefore projects adopting these tools have a lower efficiency, but that might
be even lower without tool adoption. The same reasoning could apply for com-
unication channels with users: tool adoption alone might be unable to pre-
vent total communication overload. A third additional explanation put forward
here links tool adoption to an increase in user involvement, which in turn might
influence project design and fit with user expectations. This increased fit could
also lead to an actual reduction in planned functionality, if it does not add value
to the user base, as well as optimization in code use. Therefore, due to the
increased user integration offered through higher tool adoption, the size of the
software, which is one output aspect considered in deriving the efficiency mea-
sure, could actually be reduced, leading to a perceived lower efficiency,
although in reality a higher fit with user requirements and code optimization
has been achieved.

3. Organization and quality

In addition to effects of organization on efficiency, quality is a major concern
in software development, and a hugely debated topic in open source (Dinh-
Trong and Bieman, 2005; Stamelos et al., 2002; Zhao and Elbaum, 2000). We
will therefore highlight a few results which link elements of organization to the
quality achieved, although related studies are quite rare. For capturing this,
attributes of the development process as used before need to be related to cha-
racteristics of quality for which diverse metrics from software engineering like
McCabe’s cyclomatic complexity (McCabe, 1976) or Chidamber and
Kemerer’s object-oriented metrics suite (Chidamber and Kemerer, 1994) can
be employed. All of those try to capture different aspects related to coding and
design quality, e.g. complexity of code fragments, which in turn have been
shown to have a major impact on aspects like maintainability, as well as the
occurrence of bugs in the software or parts of the software. Koch and Neumann
(2008) have attempted such an analysis using Java frameworks, and found that
a high number of programmers and commits, as well as a high concentration
is associated with problems in quality on class level, mostly to violations of
size and design guidelines, thus being related to higher bug counts as well as
problems in maintenance. This underlines the results of Koru and Tian (2005),
who have found that modules with many changes rate quite high on structural
measures like size or regarding inheritance. If the architecture is not modular
enough, a high concentration might show up as a result of this, as it can pre-
clude more diverse participation. The other explanation is that classes that are
programmed and/or maintained by a small core team are more complex due to
the fact that these programmers « know » their own code and don’t see the
need for splitting large and complex methods. One possibility in this case is a
refactoring (Fowler, 1999) for a more modular architecture with smaller
classes and more pronounced use of inheritance. This would increase the pos-
sible participation, thus maybe in turn leading to lower concentration, and
maintainability together with other quality aspects. Underlining these results,
MacCormack et al. (2006) have in a similar study used design structure
matrices to study the difference between open source and proprietary devel-
oped software, without further discrimination in development practices. They
find significant differences between Linux, which is more modular, and the first version of Mozilla. The evolution of Mozilla then shows purposeful redesign aiming for a more modular architecture, which resulted in modularity even higher than Linux. They conclude that a product’s design mirrors the organization developing it, in that a product developed by a distributed team such as Linux was more modular compared to Mozilla developed by a collocated team. Alternatively, the design also reflects purposeful choices made by the developers based on contextual challenges, in that Mozilla was successfully redesigned for higher modularity at a later stage.

On project level, there is a distinct difference (Koch and Neumann, 2008): those projects with high overall quality ranking have more authors and commits, but a smaller concentration than those ranking poorly. Thus, on class level a negative impact of more programmers was found, while on project level a positive effect. This underlines a central statement of open source software development on a general level, that as many people as possible should be attracted to a project. On the other hand, these resources should, from the viewpoint of product quality, be organized in small teams. Ideally, on both levels, the effort is not concentrated on too few of the relevant participants. Again, this seems to point to the organizational form of « chief programmer team organization » (Mills, 1971; Baker, 1972; Brooks, 1995).

One final topic that was covered in a previous study already mentioned (Demetriou et al., 2007) can be put into this context as well: the involvement of developers with a commercial interest seems to have affected the way of work in the case study presented. Sideway developments might be established creating coexisting sub-frameworks, which would be disadvantageous from an architectural viewpoint. Packages dominated by commercial background tend to include less developers overall and less volunteers, and also tend to be changed less often and by the same group of people. Again, this is quite contrary to the open source development model, and could create serious problems related to quality as well as long-term maintainability.

VI. — CONCLUSIONS AND FUTURE WORK:
CHIEF PROGRAMMER TEAM ORGANISATION

In this paper, we have surveyed the available literature related to organization of work within open source projects, and implications for effort and quality. Most of the empirical works have been based on mining the associated software repositories, and the results show that this is a promising way of achieving insights into projects and their characteristics.

One of the main principles and results found is the high concentration of programming work on a small number of individuals, which seems to hold true for most projects, similar to a very skewed distribution between projects. In addition, the number of people working on files cooperatively is quite small,
with commercial involvement even increasing this trend. Under some circumstances, this high concentration can be linked to problems in quality and maintainability. The number of programmers attracted to a project forms a main focus point, and generally has positive implications: having more programmers, quite interestingly and contrary to software engineering theory, does not reduce productivity, and does not negatively affect quality, if the concentration is kept in check. When considering the effort, estimations based on programmer involvement are significantly below estimations based on project output. Besides high efficiency due to self-organization and absence of management overhead, this points to an enormous effort expended by non-programming participants.

Many of these results point to one especially important characteristic that determines success of an open source projects, which is modularity. A modular architecture allows for high participation while avoiding the problems of high concentration on a lower level like file or class. The relation between core programmers and other participants also points on a certain organizational model on lower level, already proposed more than 30 years ago, the « chief programmer team organization » (Mills, 1971; Baker, 1972). This has also been termed the « surgical team » by Brooks (1995) after the model of a surgical team, and is a form of organization where system development is divided into tasks each handled by a chief programmer who has responsibility for the most part of the actual design and coding, supported by a larger number of other specialists such as documentation writers or testers. This model was never fully established in traditional software development environments, but seems to be successful in the context of open source projects. This can be attributed to the strict modularization, but also to the fact that within this different framework, volunteers are available that prefer to choose other roles than chief programmer, or maybe only have time resources or technical capabilities for filling those roles. In addition, given Internet technologies, it is much easier to form such teams and dissolve them again on an informal and ad-hoc basis. There is no hierarchy or fixed assignment between chief programmers and their support staff, but this is mitigated through self-selection of participants (Crowston et al., 2007) and the modular architecture (MacCormack et al., 2006) as well as the infrastructure employed, basically a coat-tailing work system (Hemetsberger and Reinhardt, 2009). Barcellini et al. (2008a) use the term of « role emerging design », i.e. design organized and pushed through emerging roles and through a balance between these roles, with the communities providing a suitable socio-technical environment to enable such role emergence. We therefore hypothesize that open source development is a form of production coalescing around a limited number of chief programmers that in changing constellations receive support from participants self-selected for these tasks based on interest and resources. The modular architecture allows, as well as follows from a higher number of such teams, and allows to scale this development mode until we arrive at the large and successful projects we know today.
There are many avenues for future research which are open in the context of open source software development, and a few have been touched upon here. The topic of effort and effort estimation is far from closed yet, and especially participants other than programmers are not adequately reflected so far. Also the relations between projects, for example inclusion of results or reuse, and linking this to efficiency, effort and organization, similar to a market versus hierarchy discussion would be highly interesting. There are numerous works that have used social network analysis, e.g. by Grewal et al. (2006) or Oh and Jeon (2007), both between as well as within projects, and this could be an interesting lens through which to inspect the chief programmer team aspect discussed here. Also Dalle and David (2005) have started to analyze the allocation of resources in projects. Finally, the conceptualization of success in the context of open source projects is still vague, and this uncertainty undermines some of the results from other studies or aspects.

Barcellini et al. (2008b) report on a study of the design dynamics in open source projects using an analysis of discussions. They find community consensus as well as implicit rules to govern some of these exchanges, as well as specific participants (« top hierarchy ») active in framing. In a second related study (Barcellini et al. 2008a), the authors find several key participants acting as boundary spanners between user and developer communities (and mailing lists). They therefore argue that OSS design may be considered as a form of « role emerging design », i.e. design organized and pushed through emerging roles and through a balance between these roles, with the communities providing a suitable socio-technical environment to enable such role emergence.
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